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Abstract
Facial expression recognition is an important research issue in the pattern recognition field. However, the generalization of
the model still remains a challenging task. In this paper, we apply a strategy of curriculum learning to facial expression
recognition during the stage of training. And a novel curriculum design method is proposed. The system first employs the
unsupervised density–distance clustering method to determine the clustering center of each category. Then, the dataset is
divided into three subsets of various complexity according to the distance from each sample to the clustering center in the
feature space. Importantly, we develop a multistage training process where a main model is trained by continuously adding
harder samples to training set to increase the complexity. To solve the problem that the model has a poor recognition accuracy
for anger, fear and sadness, a self-selection mechanism is introduced in the test stage to make further judgment on the result
of the main model. Experiment results indicate that the proposed model can achieve a satisfactory recognition accuracy of
72.11% on FER-2013 and 98.18% on CK+ dataset for 7-class facial expressions, which outperforms the other state-of-the-art
methods.

Keywords Curriculum learning · Density–distance clustering · Facial expression · Recognition

1 Introduction

Over the past few years, there has been an increasing inter-
est inmachine understanding and recognition of affective and
cognitive mental states, especially based on facial expression
analysis [1]. Facial expression is one of the most powerful,
natural, and universal signals for human beings to convey
their emotional states and intentions [2], which is a method
of identifying human emotion. The task of facial expression
recognition (FER) is an image classification of six basic
expressions (anger, disgust, fear, happiness, sadness, sur-
prise) [3] and neutral.Numerous studies have been conducted
on automatic facial expression analysis [4–8] due to its wide
application in human–machine interaction (HMI), psycho-
logical analysis, and emotion-based recommendation system
[9]. In fact, FER has been regarded as one of the fundamental
technologies for human–machine interaction, where human
can communicate with machine just like human.
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Facial expression recognition canbe divided into twomain
categories according to the feature representations: static
image FER and dynamic sequence FER. The static-based
methods [7,10,11] only extract spatial information as fea-
ture representation from the current single images, whereas
the dynamic-based methods [12–14] take the temporal rela-
tion among contiguous frames in the input facial expression
sequence. The majority of the traditional methods have used
hand-crafted features, such as pixel intensity [15], local
binary pattern (LBP) [10,16], histogram of oriented gradi-
ents (HOG) [17], and Gabor-wavelet. Nevertheless, owing
to emotion recognition competitions, such as FER-2013 [18]
and Emotion Recognition in the Wild (EmotiW) [19,20],
some relatively sufficient training data are collected from
challenging real-world scenarios, which implicitly promotes
the transition from lab-controlled to in-the-wild settings.
In the meanwhile, benefited by the GPU units and well-
designed network architecture, studies have begun to transfer
to deep learning method. Recently, deep learning technol-
ogy has made great progress in many areas of computer
vision, such as object detection, image segmentation and
image classification.Deep neural networks can automatically
extract advanced semantic features and effective facial rep-
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Fig. 1 Pipeline of the proposed networks. The training phase mainly
consists of three parts: feature extraction, curriculum design, and cur-
riculum learning. In the test stage, we introduced a self-selection

mechanism to further judge the expressions of anger, fear and sadness.
The directly output channel is called the main channel, and the other
channel is called the second channel

resentations from raw images, which are important for FER.
However, because of the subtlety of facial expression, there
are still a lot of challenges in facial expression recognition,
such as generalization and the poor ability to recognize the
expressions of fear, anger and sadness. Owing to sharing sim-
ilar appearance and movement of facial muscles, these three
expressions are easy to be confused with each other.

In this paper, we apply a novel training strategy to facial
expression recognition which can lead to better generaliza-
tion performance and propose a self-selection mechanism
(SSM) in the test phase. Curriculum learning allows the
model to learn simple tasks early so they can be used as
building blocks to learn more complex ones. In our work,
a curriculum is designed by measuring the complexity of
data according to the distance between each sample and the
clustering center which is determined by the unsupervised
density–distance clustering method. Then, the curriculum
learning training strategy is used to optimize themainmodel.
In addition, in the test phase, a self-selection mechanism is
introduced to make further judgment on anger, fear and sad-
ness expressions. Extensive experiments are conducted on
the well-known FER-2013 and CK+ datasets. Figure 1 illus-
trates the system architecture.

The rest of the paper is organized as follows. Section 2
briefly overviews the literature about curriculum learning
and facial expression recognition. Our proposed method is
detailed in Sect. 3. The experimental results on FER-2013
dataset and discussion are presented in Sect. 4. Some con-
clusions and future works are drawn in Sect. 5.

2 Related works

In this section, we introduce the progress of the curriculum
learning and elaborate the research process of facial expres-
sion recognition.

2.1 Curriculum learning

Bengio et al. [21] first proposed the concept of curriculum
learning. He demonstrated that it can result in better gener-
alization and faster learning on a synthetic vision and word
representation learning tasks. Pentina et al. [22] applied cur-
riculum learning to a multi-task learning and proposed a
model to learn the order of multiple tasks. Their experimen-
tal results showed that learning tasks sequentially is better
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than learning them jointly. Vanya et al. [23] investigated
the effect of curriculum learning in image classification by
training a CNN from scratch. Huang et al. [24] presented
a CurriculumNet to handle massive amount of noisy labels
and data imbalance effectively. He found that those images
with highly noisy labels could improve the generalization
capability of model.

2.2 Facial expression recognition

The facial expression recognition focuses on extracting fea-
tures from raw images which is an important step and then
recognizing different facial expressions with a trained clas-
sifier. Features are mainly divided into appearance-based
and geometric-based features. Traditional facial expression
recognition bases on hand-crafted features. Bartlett et al. [25]
showed thatGabor-wavelet features derived from48×48 face
images have the high dimensionality of which computation
is costly. Shan et al. [10] found that LBP features perform
robustly and stably over a range of low-resolution images
which are widely used to extract texture features. How-
ever, features based on appearance are extracted from the
entire facial region and local regions that are highly related
to expression changes, such as the nose, eyes, and mouse,
are ignored [26]. Facial Action Coding System (FACS) [27]
which is based on geometric features defined the basic defor-
mation Action Units (AUs) according to the facial muscle
type andmovement characteristics and facial expressions can
finally be decomposed and corresponded to each AU. Liu
et al. [28] proposed AU-inspired deep networks (AUDNs)
inspired by the psychological theory that expressions can be
decomposed into multiple facial AUs.

Existing facial expression recognition based on hand-
crafted features has limited ability of extracting advanced
semantic features. Deep convolutional neutral networks have
recently obtained state-of-the-art performance for FER tasks
which extract features end-to-end. There are some well-
known CNN architectures, such as AlexNet [29], VGGNet
[30], ResNet [31], used as pre-trained model and then fine-
tune on the target datasets which is called transfer learning.
Khorrami et al. [32] showed that the convolutional neu-
tral network is effective, and they introduced a method to
decipher which part of the face image influences the CNNs
predictions. Tang et al. [33] demonstrated that switching from
softmax to SVM is simple and beneficial for classification by
optimizing the margin-based loss rather than cross-entropy
loss. Dehghan et al. [34] proposed a network which can
automatically identify age, gender, and facial expressions by
using several convolutional neural networks. Nguyen et al.
[9] proposed a VGG-similar network composed of a stack
of convolutional blocks. Due to the capability of recollect-
ing information about the past inputs, RNN has the ability to
learn relative dependencies with images, which is advanta-

geous in comparisonwithCNN. Therefore, RNN is generally
combined with CNN in order to achieve better performance
in image processing tasks such as image recognition and
segmentation. Jain et al. [35] presented a hybrid convolution-
recurrent neural network method for FER in images to unify
RNN to extract the temporal dependencies which exist in the
images. Chernykh et al. [36] developed CNN+RNN model
for video and speech recognition. In addition, Gui et al.
[37] proposed a novel curriculum learning technique which
leads to better generalization for emotion recognition from
facial expressions. To our knowledge, it was the first to apply
curriculum learning to facial expression recognition. Differ-
ing from [37], this paper proposes a new curriculum design
method where samples are divided into subsets with dif-
ferent complexities according to the distance to the cluster
center, while [37] defines a complexity function to measure
the expression intensity of expression where higher intensity
indicates lower complexity. Building on top of curriculum
learning and CNN work for facial expression recognition,
our work applies curriculum learning to pre-trained model
which differs from the previous approaches.

3 Our proposed approach

In this section, the proposed curriculum learning and self-
selection mechanism are detailed. The model is trained by
the curriculum learning training strategy, which is called the
main model. And the self-selection mechanism is used for
model prediction. During the test phase, the main channel
or the second channel is automatically selected based on
the prediction of main model. In the following sections, we
demonstrate in detail: (1) The design of learning curriculum
which is how to distinguish between simple and complex
data. (2) The reasons for the introduction of SSM and its
working mechanism.

3.1 Curriculum learning

In the case of facial expression recognition task, two assump-
tions are defined: (a) Facial expressions images have different
complexity. (b) In the feature space, the closer the feature
vectors are to the clustering center, the more likely they
are to be simple data. Curriculum learning is motivated by
human learning, in which themodel starts from learning sim-
ple samples and then gradually takes more complex tasks
into training process. It contains two main steps: curricu-
lum design and curriculum learning. In the curriculumdesign
phase, an unsupervised density–distance clustering method
is utilized to determine the clustering center of each category
and the dataset is divided into three subsets with different
complexity according to the distance between each sample
and the clustering center in the feature space. In the cur-
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riculum learning phase, based on the subsets that have been
subdivided, the model was optimized from simple subset
which combines the simple subsets over all categories. Then,
the capability of model is improved gradually by continu-
ously adding the data with increasing complexity during the
training process.

(1) Curriculum design
The goal of curriculum design is to divide the dataset

into three subsets of varying complexity. Inspired by recent
clustering algorithm described in [38], we conduct a density–
distance clustering algorithm to determine the clustering
center of each category using the product of the local density
value and the distance value of each sample.

Firstly, the initial InceptionResnet-V2model is utilized as
pre-trained model to train all training sets. Then, we can get
their feature vectors in deep feature space by using the fc_256
layer features of the initial model. For each image xi ,we can
get xi → f (xi ).

Secondly, we calculate a Euclidean distance of every sam-
ple in each category, and we can get a Euclidean distance
matrix M as,

Mi j = ∥
∥ f (xi ) − f (x j )

∥
∥2, 0 ≤ i ≤ n, 0 ≤ j ≤ n (1)

where n is the number of samples in the current category, and
Mi j indicates a similarity value between xi and x j (a smaller
Mi j means higher similarity between xi and x j ).

Thirdly,we calculate a local density valueρi of each image
xi in each category.

ρi =
n

∑

j=1

S(Mi j − tc) (2)

S(x) =
{

1, x < 0
0, other

(3)

where S(x) is a threshold function, and tc is a distance thresh-
old. We determine tc by sorting n×(n−1)

2 distances in M
ascending order and select a number which is ranked at k%.
In our experiments, we set k =50 and ρi is the number of sam-
ples whose distance to xi is smaller than tc . Naturally, we
assume that simple samples have similar visual appearance
between each other, and these images projected closely to
each other, so it will have a large local density value. On the
contrary, complex samples have a significant visual diversity,
leading to a sparse distribution with a smaller local density
value.

Fourthly, a distance value di of each image xi is defined.

di =
⎧

⎨

⎩

min
1≤ j≤n, j :ρ j>ρi

(Mi j ) if ∃ js.t .ρ j > ρi

max
1≤ j≤n

(Mi j ) otherwise
(4)

As for image xi , if there exists an image x j having ρ j >

ρi , the distance di is the minimum Mi j of all samples that
satisfy ρ j > ρi . Otherwise, di is the distance between xi and
the sample which is the farthest from xi .

zi = ρi × di (5)

Fifthly, a sample with maximum value of zi is selected
as clustering center for this category. The determination of
clustering center is shown in Fig. 2, and the cluster diagram
is shown in Fig. 3.

Finally, according to the Euclidean distance from each
sample to the clustering center, the dataset is divided into
three subsets. As we have computed a clustering center for
the category, a closer sample to the cluster center has a higher
confidence to be a simple one. Therefore, after the Euclidean
distance from all samples to the clustering center is sorted
ascending, all data are divided into three subsets according
to the appropriate data ratio: simple subset, hard subset, and
complex subset.

(2) Curriculum learning
The curriculum learning is a process of model optimiza-

tion. The designed curriculum is able to discover underlying
data structure based on visual appearance. Following the
basic ideas of curriculum learning, we design an optimized
strategy with increasing complexity of the training set, and
training is proceeded sequentially from easier task to harder
ones.Amultistage training process is developedwhere a con-
volutional model is trained by continuously adding harder
samples to training set to increase the difficulty of training
set. For comparison experiments, we also design a multi-
stage training process by replacing training set with harder
samples. Figure 4 shows the training details.

In the training process by mixing harder samples to train-
ing set, firstly we train the model by only using the easiest
data (simple subset),where imageswithin each category have
similar visual appearance. In this way, the model learns basic
and clear features of each category and lays the foundation
for the subsequent process ofmore robust features. Secondly,
when the model trained in the first stage converges, we start
the second stage model training by adding harder data where
images have more significant diversity. The model learns
more discriminative features, which improves the perfor-
mance of model. Thirdly, after the model converges, we add
more complex data to training set where images have more
discrete and indistinguishable features. We observe that the
accuracy does not decrease due to indistinguishable features.
In the contrast, it leads to better generalization of the model
and allows model to avoid over-fitting over the simple data.
Finally, when the model in the last stage is converged where
three subsets are all combined, the basic learning rate of the
model reduced tenfold to achieve fine-tuning. The optimiza-
tion procedure is shown in Algorithm 1.
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Fig. 2 The determination of the
clustering center of each
category. The point in the upper
right corner is selected as the
clustering center
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Fig. 3 Cluster diagram of features. The clustering center of each class
is represented by black dots

Fig. 4 Training process with designed curriculum. To increase the diffi-
culty of training set, left is the training process bymixing harder samples
to training set and right is the training process by replacing training set
with harder samples

Algorithm 1 Optimization with curriculum learning

Input: Input dataset D = {Di }di=1 ordered by designed learning cur-
riculum

Output: Optimal model parameter W ∗
1: Dtrain = ∅
2: for i = 0 → d do
3: Dtrain = Dtrain ∪ Di
4: for epoch = 1 → k do
5: train model(W , Dtrain)
6: end for
7: end for
8: update learning rate γ

9: train model(W , Dtrain)

3.2 Self-selectionmechanism

Although FER tasks can achieve satisfactory accuracy under
ideal conditions, the recognition ability of a single model
for seven facial expressions is different. According to the
clustering centers of each category, the Euclidean distances
between cluster centers are calculated according to (6).

dist(X ,Y ) =
√
√
√
√

n
∑

i=1

(xi − yi )2 (6)

From Tables 1 and 2, it is observed that fear is the most
confusing expression. Anger and surprise are also relatively
confusing expressions. According to the confusion matrix
analysis of some model, we find that the accuracies of anger,
fear, and sadness are relatively poor among the seven expres-
sions which are easy to confuse with each other, but surprise
expression presents a satisfactory recognition accuracy. Tak-
ing these two situations into consideration, we conclude
that at the level of expression, anger, fear, and sadness are
complex expressions which are relatively difficult to be rec-
ognized. Furthermore, in many cases, a single model alone
could only identify seven expressions with limited ability
and has some difficulty in recognizing the three expressions
which have similar movement characteristics and AUs, such
as eyebrows together, corners of the mouth down, so further
judgment is necessary to make on the more complex ones.
Based on this, the self-selection mechanism is introduced
which is different from model fusion. The pipeline of SSM
is shown in the test phase of Fig. 1.

First,weuse the three datasets to train a tri-classifierwhose
structure is same asmainmodel except the number of neurons
in the output layer to classify the three expressions. Cross-
entropy and squared-hinge loss functions are used to optimize
the tri-classifier. Second, in the test phase, main model and
tri-classifierwork together in the formof self-selectionmech-
anism, namely main model and tri-classifier are used for the
main channel and the second channel, respectively, for fur-
ther judgment of complex expressions. If the output of the
main model is one of the four expressions of disgust, happi-
ness, surprise, and neutral(contempt for CK+), the prediction
is directly output. Otherwise further judgment will be made
through the tri-classifier. The introduction of SSM takes the
poor recognition accuracy into account which reduces the
sample space.

4 Experimental results and discussion

4.1 Datasets

Our algorithm is evaluated on FER-2013 and CK+ datasets,
some of which are shown in Fig. 5.

FER-2013 [18]: All images in the dataset have been regis-
tered and resized to 48×48 pixels after rejecting wrongfully
labeled frames and adjusting the cropped region. It contains
28709 training images, 3589 validation images and 3589 test
images which are labeled with any of seven expressions:
anger, disgust, fear, happiness, sadness, surprise, and neu-
tral.
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Table 1 The Euclidean distance
between clustering centers
under FER-2013 dataset

Anger Disgust Fear Happiness Sadness Surprise Neutral

Anger 0 6.367 4.905 7.090 6.273 7.300 9.919

Disgust 6.367 0 7.154 8.870 9.445 8.634 9.957

Fear 4.905 7.154 0 5.233 5.290 4.576 6.268

Happiness 7.090 8.870 5.233 0 7.242 6.262 7.325

Sadness 6.273 9.445 5.290 7.242 0 9.134 8.185

Surprise 7.300 8.634 4.576 6.262 9.134 0 6.157

Neutral 9.919 9.957 6.268 7.325 8.185 6.157 0

Table 2 The Euclidean distance
between clustering centers
under CK+ dataset

Anger Contempt Disgust Fear Happiness Sadness Surprise

Anger 0 12.968 16.141 15.060 6.258 15.136 16.156

Contempt 12.968 0 15.109 13.818 15.358 13.551 14.609

Disgust 16.141 15.109 0 12.277 17.642 11.361 12.408

Fear 15.060 13.818 12.277 0 16.569 3.437 3.164

Happiness 6.258 15.358 17.642 16.569 0 16.876 17.658

Sadness 15.136 13.551 11.361 3.437 16.876 0 3.544

Surprise 16.156 14.609 12.408 3.164 17.658 3.544 0

Fig. 5 Samples of FER-2013 dataset (above) and CK+ dataset (below)

Extended Cohn-kanade (CK+) [6]: In contains 593
sequences across 123 subjects, including seven expressions:
anger, contempt, disgust, fear, happy, sadness, and surprise.
In this paper, we extract the last one to three frameswith peak
formation of each sequence. Hence, a total of 981 images are
utilized for all experiments in a tenfold cross-validation.

4.2 Experiments setup

Our experiments are conducted using python based on
keras and tensorflow frameworks on the computer with
the following specifications: Inter(R) Core(TM) i5-8500
CPU@3.00GH, Ubuntu Operating System 16.04.4 64 bit,
64GB RAM.

Fig. 6 Themain network architecture. Following the pre-trainedmodel
is a global average pooling layer, followed by a fully connection layer
with 256 neurons, and finally an output layer with 7 neurons. There
is a dropout layer with a probability of 0.5 in both the global average
pooling layer and the fully connection layer (except the output layer)

4.3 Train details

Data preprocessing: Firstly, we normalize data per image.
We subtract the mean value from each image and then set
the standard deviation to 3.125 [9]. Secondly, we normalize
data per pixel. For each image, we subtract each pixel from
its mean value which is computed from the average of all
corresponding pixels and then set the standard deviation of
each pixel over all training images to 1.
Training: The InceptionResnet-V2 is applied as pre-trained
model, and the model architecture is shown in Fig. 6. In the
training process, we adopt Adam optimizer to minimize the
loss function where the batch size is set to 32. To reduce the
risk of over-fitting, we apply data augmentation technolo-
gies which include random rotation, vertical and horizontal
offset, random cropping, random scaling, and random flip
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Fig. 7 Some clustering results using real faces as examples

Table 3 The number of expressions contained in each subset

Dataset Subset Anger Disgust Fear Happiness Sadness Surprise Neutral (Contempt) Total

FER-2013 Simple 2398 262 2459 4330 2899 1904 2980 17232

Hard 799 87 819 1443 966 633 993 5740

Complex 798 87 819 1442 965 634 992 5737

CK+ Simple 75 96 42 116 44 131 29 533

Hard 25 32 14 39 14 44 9 117

Complex 24 31 13 38 14 43 9 172

horizontal when all datasets are used for training and dropout
technique to the fully connected with a dropout probability
of 0.5. In the training of the three-stagemodel, the early stop-
ping technique is used to prevent the over-fitting when the
loss on validation set does not reduce in t epochs where t
is set to 5. After each epoch, the training data is randomly
shuffled.

In our experiments, two loss functions are utilized: cross-
entropy and squared-hinge. The cross-entropy loss function
is defined as follows,

L = − 1

N

N
∑

i=1

y(i)
true log y

(i)
pred (7)

The squared-hinge loss function is defined as follows,

L = 1

N

N
∑

i=1

(max(0, 1 − y(i)
pred × y(i)

true))
2

(8)

where N is the number of all samples, ytrue is the ground
truth and ypred is the prediction of the model, respectively,
in (7) and (8).

4.4 Results and evaluation

To evaluate the effectiveness of our proposed method,
extensive experiments are conducted, and we compare our
approach with baseline models. Firstly, some clustering
results using real faces are utilized to emphasize the effective
of clustering center selection. Secondly, the effects of cur-
riculum learning strategy are investigated by comparing five
different models. Thirdly, the effect of self-selection mecha-
nism is demonstrated byusingdifferentmainmodels. Finally,
the proposed approach is comparedwith the baselinemodels.

(1) The clustering results using real faces
In order to prove the practicability of this clustering

method in facial expressions, the clustering center is veri-
fied on real faces. We collect 1050 images of 15 subjects
in the laboratory to form a real face dataset and verify the
clustering method on this dataset. As shown in Fig. 7, the
universality of this clustering method on real faces can be
proved.

(2) The affection of curriculum learning
According to the designed curriculum, all training sets

are divided into three subsets: simple subset, hard subset, and
complex subset in a ratio of 6:2:2. The number of expressions
contained in each subset is shown in Table 3.
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Table 4 The training accuracy of the five models on the test set.We
have performed 10 runs for each model

Dataset Method Max (%) Average (%)

FER-2013 Model-1 71.47 70.92

Model-2 71.69 70.95

Model-3 71.36 70.74

Model-4 71.66 70.95

Model-5 70.55 69.88

CK+ Model-1 97.98 94.14

Model-2 99.99 98.18

Model-3 98.59 97.37

Model-4 98.59 97.37

Model-5 97.58 96.57

To explore the effect of curriculum on training expression
recognition models, we compare five models using differ-
ent training strategies which are described as follows. For
a fair comparison, all models are evaluated using softmax
classifier. We design Model-2 which has a higher accuracy
when comparing with the Model-1 directly training. This
makes us to guess that the order of complexity of the train-
ing sample affects the performance. Based on this, Model-3
is designed (complex samples first) whose performance is
poor compared with Model-2 (easy samples first). Further-
more, in order to explore more details about single subset on
training process and verify the effectiveness of the curricu-
lum we designed, Model-4 and Model-5 are designed which
change the complexity of the training set by replacing current
training set using easier or harder samples.
—Model-1:Themodel is trained directly by using the whole
training set.
—Model-2:Themodel is trained from simple subset to com-
plex ones by adding complex dataset to training set.

—Model-3: The model is trained from complex subset to
simple ones by adding simple dataset to training set.
—Model-4:Themodel is trained from simple subset to com-
plex ones by replacing training set with more complex ones.
—Model-5:Themodel is trained starting from complex sub-
set to simple ones by replacing training set with simpler
subset.

The average and max accuracies of five models are shown
in Table 4. We can see that the classification result of Model-
4 is comparable to those of Model-2 on FER-2013 dataset.
Furthermore, Boxplot diagrams for the distribution of clas-
sification results of each model are depicted in Fig. 8. It is
obvious that Model-2 achieves superior performance, and
the result of Model-2 indicates the overall smallest variation,
compared with other larger variations of the other results.

The results of the Model-4 and Model-5 in the training
process are recorded in Fig. 9. Model-4 (replacing current
training set with more complex subset) starts training from
simple samples, so its initial accuracy is higher than Model-

Fig. 9 Accuracy of the Model-4 and Model-5 in the training process

Fig. 8 Boxplot diagrams for the distribution of classification results for each model based on cross-entropy loss function over 10 runs
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Table 5 The tri-classifier model accuracy using different loss function

Dataset Loss function Max (%) Average (%)

FER-2013 Cross-entropy 69.50 68.10

Squared-hinge 69.13 67.76

CK+ Cross-entropy 93.10 77.59

Squared-hinge 89.66 80.01

We have performed 10 runs for each model

5 which starts training from complex samples. In the fourth
epoch, there was a significant decrease in the accuracy of
Model-4, which was caused by the complex samples train-
ing alone. However, Model-5 is trained with increasingly
simple samples, so this phenomenon will not occur. From
Fig. 9, we notice that Model-4 achieves better performance
than Model-5. On the one hand, it shows the effectiveness of
the curriculum designed. On the other hand, it shows that the
training sequence of simple and complex sampleswill greatly

affect the generalization of the model. Experiment results
show that the curriculum that we designed with appropriate
training order has a positive effect on the generalization abil-
ity of the model. In the following experiments, we adopt the
curriculum learning training strategies of Model-2.

(3) The affection of self-selection mechanism
After analysis of confusion matrix of the single model,

it can be easily seen that almost all the models have a
poor recognition accuracy for anger, fear, and sadness facial
expressions. On the expression level, these three expressions
are the most difficult expressions of the seven to identify,
so a self-selection mechanism is proposed to make further
judgment in the test phase.

To prove the proposed SSM, experiments are conducted
on two main models (with/without CL) on two tri-classifier
models (cross-entropy/squared-hinge). Table 5 shows the
tri-classifier accuracy with two loss functions, and the tri-
classifier (cross-entropy) obtains the better result. According

Table 6 The model accuracy after the introduction of SSM on FER-2013 dataset

Dataset Time Model (%) Model+SSM (%) Model+CL (%) Model+CL+SSM (%)

Tri is 69.50% Tri is 69.13% Tri is 69.50% Tri is 69.13%

FER-2013 1 70.35 70.80 70.83 70.08 70.35 70.44

2 70.47 70.84 70.86 70.27 70.66 70.71

3 70.58 70.95 70.97 70.72 70.88 70.93

4 70.80 70.96 71.01 70.88 71.02 71.08

5 70.80 70.94 71.00 71.02 70.88 70.94

6 70.99 71.16 71.07 71.16 71.22 71.30

7 71.08 71.14 71.22 71.19 71.26 71.22

8 71.33 71.37 71.44 71.22 71.28 71.33

9 71.38 71.42 71.49 71.25 71.45 71.50

10 71.47 71.41 71.52 71.69 71.91 72.11

We have performed 10 runs for each model

Table 7 The model accuracy after the introduction of SSM on CK+ dataset

Dataset Time Model (%) Model+SSM (%) Model+CL (%) Model+CL+SSM (%)

Tri is 93.10% Tri is 89.66% Tri is 93.10% Tri is 89.66%

CK+ 1 88.89 92.93 91.92 96.97 97.98 96.97

2 89.90 91.92 90.91 96.97 96.97 95.96

3 90.91 94.95 93.94 96.97 97.98 96.97

4 92.93 93.94 92.93 96.97 97.98 96.97

5 93.94 95.96 94.95 97.98 97.98 96.97

6 95.96 97.98 96.97 97.98 98.99 97.98

7 95.96 96.97 95.96 98.99 98.99 97.98

8 96.97 96.97 95.96 98.99 99.99 98.99

9 97.98 96.97 95.96 99.99 98.99 97.98

10 97.98 97.98 96.97 99.99 98.99 97.98

We have performed 10 runs for each model
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Fig. 10 The result of model and model+CL after the introduction of SSM. a, b FER-2013 dataset. c, d CK+ dataset

to Tables 6 and 7, the accuracy of the model was significantly
improved after SSM was introduced except the model+CL
on CK+ dataset. This may be due to the excellent perfor-
mance 99.99% of model+CL on CK+ dataset. Figures 10
and 11 show the performance of the model with/without CL
after the introduction of SSM under two tri-classifiers (cross-
entropy/squared-hinge), respectively. Tri-classifier using the
squared-hinge loss worked with SSM is effective on FER-
2013 dataset even though individual training has poor accu-
racy. This may be due to the different abilities of the two
tri-classifiermodels to recognize different expressions. There
is an experiment in which the SSM did not work. We assume
that this may be due to the relatively good recognition capa-
bility of themainmodel for these three expressions compared
with the tri-classifier. However, the accuracy of the main
model is poor, which indicates that the recognition ability for
the other four expressions is limited. In this paper, the SSM is
introduced for those three expressions because almost all the
models are limited in recognizing these three expressions.

(4) Comparison with baseline models
The performances of our proposed method and base-

lines are shown in Tables 8 and 9. From Table 8, the 1-4
rows are the top four teams in the Kaggle competition [39].
BKVGG14 and BKVGG12 were proposed in [9] to build
a VGG-similar network, of which results were 71.4% and
71.9%, respectively. The experimental results show that our
proposed method outperforms BKVGG12 network which
sets the state-of-the-art on FER-2013 dataset so far. From
Table 9, the performance of model+CL is better than other
state-of-the-art algorithms.

Furthermore, Tables 10 and11 list the confusionmatrix for
FER-2013 and CK+ datasets. From Table 10, among seven
expressions, happiness and surprise achieve excellent perfor-
mances with the accuracy of 90.67% and 81.73%, owing to
their distinctive features in the regions of eye and mouth. In
fact, they are themost distinguishable expressions for human.
Although the SSM is introduced to make the second judg-
ment of the three expressions which are anger (65.38%), fear
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Fig. 11 The improvement of the SSM based on model and model+CL. a, b FER-2013 dataset. c, d CK+ dataset

Table 8 Comparison of our result on FER-2013 dataset with some
baseline models

Model architecture Accuracy (%)

SIFT+MKL [40] (Radu+Marius+Cristi) 67.5

CNN (Maxim Milakov) 68.8

CNN (team Unsupervised) 69.3

CNN+SVM Loss [33] (team RBM) 71.2

BKVGG14 [9] 71.4

BKVGG12 [9] 71.9

Model 71.47

Model + CL 71.69

Model + SSM 71.52

Model + CL + SSM 72.11

The Model is directly trained without the introduction of CL and SSM

(53.41%), and sadness (61.45%), they remain the three most
confusing of the seven expressions. In addition, although the
number of disgust samples is very small, it has achieved

Table 9 Comparison of our result on CK+ dataset with some baseline
models

Model architecture Accuracy (%)

Ouellet [41] 94.40

STM-ExpLet [42] 94.19

3DCNN-DAP [43] 92.40

DTAGN (weighted sum) [13] 96.94

DTAGN (Joint) [13] 97.25

Li et al. [14] 97.38

Model 94.14

Model + CL 98.18

Model + SSM 95.66

Model + CL + SSM 97.48

The Model is directly trained without the introduction of CL and SSM

relatively satisfactory recognition accuracy 69.09%. More
precisely, the neutral expression is easily misclassified as
sadness and the percentage of the sadness expression falsely
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Table 10 The confusion matrix on FER-2013 dataset with the intro-
duction of SSM

(%) Anger Disgust Fear Happiness Sadness Surprise Neutral

Anger 65.38 1.02 9.37 2.44 12.02 1.83 7.94

Disgust 21.82 69.09 1.82 1.82 1.82 0 3.64

Fear 12.12 0.19 53.41 2.46 16.67 7.39 7.77

Happiness 2.39 0 0.68 90.67 1.48 2.05 2.73

Sadness 8.92 0.34 9.43 2.02 61.45 1.35 16.50

Surprise 4.09 0 6.97 4.09 1.68 81.73 1.44

Neutral 4.15 0.16 4.95 3.83 14.86 0.96 71.09

Table 11 The confusion matrix on CK+ dataset with the introduction
of SSM

(%) Anger Contempt Disgust Fear Happiness Sadness Surprise

Anger 100 0 0 0 0 0 0

Contempt 0 100 0 0 0 0 0

Disgust 0 0 94.44 0 0 5.56 0

Fear 0 0 0 100 0 0 0

Happiness 0 0 0 0 100 0 0

Sadness 0 0 0 8.33 0 91.67 0

Surprise 0 0 0 0 0 0 100

classified as neutral is 16.50%. From Table 11, our algorithm
performed well except for disgust (94.44%) and sadness
(91.67%) expressions. In general terms, expressions are eas-
ily confused due to the similarity in shape and appearance
features, and the individual variations for the same expres-
sion.

5 Conclusions

In this paper, inspired by curriculum learning, we present a
novel curriculum designmethod and apply it to facial expres-
sion in the training phase. The dataset is divided into three
subsets with different complexity according to the distance
from the sample to the clustering center in the feature space.
Then, the model is trained by adding complex samples to
training set which leads to better generalization. Particularly,
in the test phase, a self-selection mechanism is introduced
to further judge the output of the main model. Only if the
prediction of the main model is one of the anger, fear, and
sadness, the judgment of the tri-classifier will be enabled.
In the end, the experiment results demonstrate that the pro-
posed approach outperforms other state-of-the-art methods
in terms of the accuracy for 7-class expressions on the well-
known FER-2013 and CK+ datasets.

For future work, we would like to extend our method from
images to videos and exploit different curriculum design

strategies to facial expression recognition tasks.More specif-
ically, we also aim at investigating the relationships between
subsets of different complexity. In addition, we would like to
investigate the most distinguish features of anger, fear, and
sadness expressions.
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