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Abstract— Unsupervised Domain Adaptation (UDA) has shown
promise in Scene Text Recognition (STR) by facilitating knowl-
edge transfer from labeled synthetic text (source) to more
challenging unlabeled real scene text (target). However, existing
UDA-based STR methods fully rely on the pseudo-labels of target
samples, which ignores the impact of domain gaps (inter-domain
noise) and various natural environments (intra-domain noise),
resulting in poor pseudo-label quality. In this paper, we propose
a novel noisy-aware unsupervised domain adaptation framework
tailored for STR, which aims to enhance model robustness against
both inter- and intra-domain noise, thereby providing more
precise pseudo-labels for target samples. Concretely, we propose
a reweighting target pseudo-labels by estimating the entropy of
refined probability distributions, which mitigates the impact of
domain gaps on pseudo-labels. Additionally, a decoupled triple-
P-N consistency matching module is proposed, which leverages
data augmentation to increase data diversity, enhancing model
robustness in diverse natural environments. Within this module,
we design a low-confidence-based character negative learning,
which is decoupled from high-confidence-based positive learning,
thus improving sample utilization under scarce target samples.
Furthermore, we extend our framework to the more challenging
Source-Free UDA (SFUDA) setting, where only a pre-trained
source model is available for adaptation, with no access to source
data. Experimental results on benchmark datasets demonstrate
the effectiveness of our framework. Under the SFUDA setting, our
method exhibits faster convergence and superior performance
with less training data than previous UDA-based STR methods.
Our method surpasses representative STR methods, establishing
new state-of-the-art results across multiple datasets.

Index Terms— Text recognition, domain adaptation, entropy,
noisy-aware, consistency regularization.

I. Introduction

READING text has always been a popular research
topic in computer vision. Deep learning-based methods

have made remarkable progress in scene text recognition
(STR) [1], [2], [3]. It focuses on reading text from scene

Received 13 November 2023; revised 17 August 2024 and 30 September
2024; accepted 28 October 2024. Date of publication 12 November 2024; date
of current version 18 November 2024. This work was supported in part by the
National Natural Science Foundation of China under Grant 62172256, Grant
62202278, and Grant 62202272; and in part by the Natural Science Foundation
of Shandong Province under Grant ZR2019ZD06 and Grant ZR2020QF036.
The associate editor coordinating the review of this article and approving it
for publication was Prof. Yizhou Yu. (Corresponding author: Xin-Shun Xu.)

Xiao-Qian Liu, Xin Luo, and Xin-Shun Xu are with the School of Software,
Shandong University, Jinan 250101, China (e-mail: jlrxqxq370322@126.com;
luoxin.lxin@gmail.com; xuxinshun@sdu.edu.cn).

Peng-Fei Zhang and Zi Huang are with the School of Electrical Engineering
and Computer Science, The University of Queensland, Brisbane, QLD 4072,
Australia (e-mail: mima.zpf@gmail.com; huang@itee.uq.edu.au).

Digital Object Identifier 10.1109/TIP.2024.3492705

images and transcribes it into computer-understandable infor-
mation. The valuable information in scene text images is vital
in various downstream tasks, including image-text retrieval,
text-based visual question answering, and key information
extraction.

Due to the limited availability of annotated real scene text,
current STR methods typically rely on large-scale synthetic
text for training. These methods are then directly evaluated on
real scene text without fine-tuning [8], [9]. Even though these
methods have improved accuracy, inherent noise still interferes
with model performance. The ‘noise’ manifests in two per-
spectives: inter-domain noise, which arises from domain gaps
between the synthetic and real text, and intra-domain noise,
which stems from various environments, such as lighting
variations, occlusion, shadows, and perspective distortions.
Both inter- and intra-domain noises may potentially degrade
the quality of pseudo-labels generated by pre-trained source
models, thus adversely affecting the recognition performance
on target real scene text.

Considering the relative ease of collecting unlabeled text,
many researchers have gravitated to semi-supervised learn-
ing [10], which seeks to boost recognition models by
effectively leveraging labeled synthetic text and unlabeled
real scene text. Among these semi-supervised STR methods,
unsupervised domain adaptation (UDA) and self-supervised
learning are two popular ways for their representation effec-
tiveness. Specifically, UDA-based STR methods [5], [6], [7],
[11] reduce domain discrepancies by aligning features from
labeled source synthetic text with those from unlabeled target
real text, aiming to extract domain-invariant representations
and eliminate the effects of inter-domain noise. Similarly,
self-supervised STR methods [12], [13], [14], [15], [16] use
unlabeled real text for self-supervised optimization followed
by fine-tuning on the labeled synthetic text for downstream
tasks, which attempt to exploit the intrinsic properties of
unlabeled real text to improve generalization under intra-
domain noise. However, both UDA-based and self-supervised
methods tend to fully trust pseudo-labels without assessing
their certainty and reliability, leading to potential instability
during model training due to domain gaps, as illustrated
in Fig. 1. Meanwhile, when the target data is real scene
text, UDA-based STR methods often ignore the impact of
various real environmental disturbances. Directly utilizing only
a limited amount of real text for adaptation hinders the gener-
alization and robustness of the model in various environments.
Therefore, thoroughly exploring the intrinsic properties of
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Fig. 1. Training process of UDA-based text recognition methods under the
unified TRBA [4] backbone. In the SFUDA, the source data is unavailable,
only the pre-trained source model. Compared to the UDA-based methods,
SMILE [5], DOC [6], and ASSDA [7], Ours(SFUDA) model is trained with
fewer training samples without any supervised information.

the real text remains a critical problem in enhancing STR
performance.

To alleviate the above issues, we propose a novel
noise-aware unsupervised domain adaptation framework tai-
lored for STR, including reweight pseudo-labels via uncer-
tainty estimation and decoupled triple-P-N consistency match-
ing modules to eliminate the effect of inter- and intra-domain
noise. Specifically, by leveraging character representations
and initial pseudo-labels generated by the pre-trained source
model, the pseudo-labels are reweighted via entropy uncer-
tainty estimation. Since similar semantic characters tend to be
close in the feature space, the neighboring relationships can
be used to assess the reliability of pseudo-labels. Guided by
the neighboring knowledge, the anchor probability distribution
is refined. Subsequently, a negative exponential function is
adopted to estimate the entropy of the refined probability
distribution, where higher entropy indicates greater uncertainty
and lower importance of pseudo-labels. Pseudo-labels with
high uncertainty are penalized by optimizing the reweighted
pseudo-labels with entropy minimization, effectively enhanc-
ing their reliability under the inter-domain noise.

Additionally, a decoupled triple-P-N consistency match-
ing module is proposed to enhance the model robustness
against intra-domain noise. Technically, due to the unknown
real environmental noise, various data augmentations are
employed to increase the diversity of target samples. These
augmented samples are then subjected to consistency matching
to ensure consistent predictions across different noise distur-
bances. Moreover, we design a character negative learning
(NL) strategy to mitigate the impact of noisy pseudo-labels.
This strategy decouples the high-confidence-based positive
learning (PL) and low-confidence-based negative learning. The
character NL is performed across multiple low confidences
rather than a single one, thereby improving sample utilization
under scarce target samples.

Existing UDA-based STR methods typically require labeled
source synthetic text for adaptation. However, accessing source
data may not be feasible in some cases involving data
privacy concerns or challenges related to large-scale data

storage and transmission. To tackle this, we further explore
a more demanding UDA setting known as Source-Free UDA
(SFUDA), where adaptation performs without source data,
relying solely on a pre-trained source model. This setting is
particularly beneficial when obtaining source data is restricted,
but a pre-trained model can be utilized. As depicted in Fig. 1,
our SFUDA method Ours(SFUDA) uses fewer training data,
converges faster, and achieves superior performance compared
to traditional UDA-based methods. Moreover, the performance
can be further enhanced under the standard UDA setting.
Overall, the SFUDA model offers a more flexible and efficient
solution for STR in scenarios where accessing source data is
challenging. By leveraging the pre-trained source model, our
SFUDA model demonstrates promising training efficiency and
recognition accuracy results, making it a valuable addition to
UDA-based STR methods.

To summarize, the main contributions are as follows:
• We propose to reweight pseudo-labels by assessing the

entropy of the refined probability distribution by neigh-
boring knowledge, thus reducing the impact of domain
gap noise on pseudo-labels.

• A decoupled triple-P-N consistency matching module is
proposed, where the designed character negative learning
enables the decoupling of high-confidence-based PL and
low-confidence-based NL, thereby improving sample uti-
lization under scarce real text. This is the first effort to
introduce NL to character sequence recognition tasks.

• Experiments on seven benchmark datasets conducted
under SFUDA and UDA settings demonstrate the supe-
riority of our proposed framework. Our SFUDA model
achieves faster convergence and better performance with
fewer training data than existing UDA-based methods.
Additionally, our method establishes new state-of-the-
art (SOTA) results on multiple datasets in the UDA
setting.

II. RelatedWork
A. Deep Learning-Based Text Recognition

Deep learning-based text recognition methods [17], [18]
can be categorized into three types based on their decoders:
CTC, RNN, and transformer decoders. Representative CTC
decoder methods [19], [20], such as CRNN [21], have limita-
tions in recognizing irregular text. In contrast, RNN decoder
methods [22], [23] have gained popularity due to their proper
localization of characters in images, making them suitable for
handling irregular text. For instance, ASTER [24] utilizes a
spatial transform network and an RNN decoder for irregular
text recognition. Recently, transformer decoder methods [25],
[26], [27] have emerged as a promising direction to extract
linguistic information. For example, SRN [28] uses a lan-
guage model to learn the relationship between each character.
ABINet [29] explicitly models linguistic rules by a stronger
bi-directional language model. More recently, CLIP4STR [30]
based on large language models has also been proposed and
performs satisfactorily on various text tasks. However, these
approaches overlook the domain gaps between synthetic and
real text.
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Fig. 2. The pipeline of our proposed framework under the SFUDA setting. Only the pre-trained source model and unlabeled real data are involved in the
SFUDA setting. For inter-domain noise, we propose to Reweight Pseudo-labels via Uncertainty Estimation of target samples. The anchor probability distribution
is refined by neighboring knowledge. Then, the pseudo-labels are reweighted through entropy uncertainty estimation, where the entropy reflects the uncertainty
of pseudo-labels. For intra-domain noise, a Decoupled Triple-P-N Consistency Matching module is proposed by utilizing various data augmentation to increase
data diversity and enhance model robustness. Positive learning is performed on the maximum confidence, while negative learning acts on multiple confidences
lower than the pre-defined threshold.

B. Unsupervised Domain Adaptation for STR

UDA [31], [32], [33] aims to reduce domain gaps between
labeled source data and unlabeled target data. Maximum
mean discrepancy (MMD) [34], [35] and correlation align-
ment (CORAL) [36], [37] are commonly used divergence
measures. Adversarial learning [38] is also used to mitigate
inter-domain discrepancies, e.g., ADVENT [39] is based on
adversarial learning for entropy minimization optimization.
Recently, some source-free adaptation methods [40], [41]
have been proposed, adapting to the target domain using
only the pre-trained source model and unlabeled target data.
U-SFAN [42] proposes quantifying the uncertainty in the
source predictions by employing a Laplace approximation.
USFDA [43] requires artificially generated negative samples
in the source training stage for the model to detect out-of-
distribution (OOD) samples. The main limitation is that it
fails to process sequential tasks and capture their contextual
semantics.

Inspired by these methods, UDA is introduced to exploit
unlabeled real scene text for STR performance improve-
ment [5], [7], [44], where each scene is considered a
distinct domain. For example, ASSAN [7] and DOC [6]
are UDA-based STR methods, which utilize global and
local adversarial learning to extract domain-invariant features.
SMILE [5] and CADA [11] employ entropy minimization to
optimize unlabeled target samples. However, these UDA-based
methods overlook the noise in pseudo-labels and treat all target
pseudo-labels equally without estimating their uncertainty.

C. Self-Supervised Learning for STR

Pseudo-labeling and consistency regularization (CR) are
two mainstream techniques for self-supervised learning.
Specifically, pseudo-labeling consists in using pseudo-labels
predicted by the pre-trained model as self-supervision. It is
introduced in [6], [7], and [11] to utilize real-world unlabeled

text images, which adopt a fixed threshold to filter noisy
pseudo-labels. Seq-UPS [45] further extends pseudo-labeling
to uncertainty-based data selection, but the pseudo-labels are
sequence-level. Consistency regularization assumes the model
should produce consistent predictions when fed perturbed
versions of the same image [46]. Zheng et al. [47] proposed a
CR-based framework that addresses character misalignment.
SemiMTR [48] is a multimodal text recognizer fine-tuned
via a sequential, character-level, and CR between weak and
strong augmented views. Nevertheless, these self-supervised
methods ignore the effect of inter- or intra-domain noise on
the pseudo-labels of unlabeled data.

III. OurMethod

This work focuses on addressing the STR task from a UDA
perspective. Let Dl = {(xl

i, y
l
i)}

N l

i=1 denote the labeled source
synthetic text, where xl is an image containing a word, and yl =

{yl
1, y

l
t, · · · , y

l
T } represents the corresponding character label.

T is the pre-defined maximum decoding length. Let Du =

{(xu
i )}N

u

i=1 be the unlabeled target data (default is real scene
text). Images xl and xu originate from different distributions
but share a common label space. Notably, labels for the target
data are only obtained during the evaluation phase. In the
SFUDA setting, only the pre-trained source model trained on
Dl is accessible, and the source data Dl cannot be utilized
for adaptation. Unlike conventional UDA or SFUDA methods
primarily for classification tasks, text recognition involves
sequence recognition, where each image represents a word
composed of multiple characters with contextual semantics.

Under the SFUDA setting, our proposed framework
depicted in Fig. 2 comprises two key modules: reweight
pseudo-labels via uncertainty estimation and decoupled triple-
P-N consistency matching. The recognition model is initially
warmed up using labeled source synthetic text through super-
vised loss Lsup. The pre-trained source model generates
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pseudo-labels for unlabeled target images during adaptation.
However, due to the presence of both inter- and intra-domain
noise, these pseudo-labels may contain inaccuracies. Conse-
quently, our primary objective is to enhance the quality of
these noisy pseudo-labels iteratively. This refinement process
facilitates knowledge transfer from the source domain to the
target domain, ultimately enabling the recognizer to perform
effectively on the unlabeled target data Du.

In the following sections, we first introduce the related
preliminaries. Then, the reweight pseudo-labels via uncertainty
estimation and decoupled triple-P-N consistency matching
modules are described in detail, respectively. Finally, we sum-
marize the overall loss.

A. Preliminaries

1) Baseline Model: Due to the proper text localization
capabilities, we select the RNN decoder-based method as
our baseline STR model. This model comprises an encoder
F , an attentional block, and an RNN decoder G. Given an
input image x, we obtain the sequence features F (x) =
[ f1, f2, · · · , fT ] ∈ RT×D, where D represents the feature dimen-
sion. At time t, the decoder G updates the hidden state st based
on three factors: (a) previous internal state st−1 of decoder
RNN, (b) the character yt−1 predicted (or label) at time t − 1,
and (c) a glimpse vector gt representing the most relevant part
of F for predicting yt,

(ot, st) = G (st−1; [E(yt−1), gt]) , (1)

gt =
∑T

i=1 αt,i fi , (2)

αt,i =
exp (et,i)∑T

j=1 exp (et, j)
, (3)

et,i = ω
T tanh (Wsst−1 +W fF + b) , (4)

where ω, Ws, W f , and b are trainable parameters, E(·)
represents the character embedding layer, and [,] denotes con-
catenation. Subsequently, the decoder produces the probability
pt ∈ R

C for character yt via a softmax function, where C is
the character category,

pt = softmax (Wost + bo) , (5)

whereWo and bo are trainable parameters. The baseline model
is trained only on source data by a supervised loss,

Lsup =
1
T

T∑
t=1

H(yl
t, p

l
t) = −

1
T

T∑
t=1

yl
t log pl

t. (6)

where H is a standard cross-entropy loss.
2) Consistency Regularization: Consistency regularization

assumes that a model generates consistent predictions when
fed perturbed versions of an image. Supposing that φw and
φs denote weak and strong data augmentations, the recog-
nition model R produces corresponding probabilities pw =

R(φw(x)) and ps = R(φs(x)), respectively. The prediction
ỹw = argmax(pw) of the weak augmented sample φw(x) is
employed as the pseudo-label for the strong augmented ones
φs(x). The consistency loss is expressed as,

LP
con(pw, ps) =

1
T

T∑
t=1

I [max(pw,t) ≥ ηpos]H(ỹw,t, ps,t) , (7)

where ηpos represents a pre-defined confidence threshold, and
the superscript P signifies the default positive consistency
loss. I (·) denotes the indicator function. The LP

con applies
solely to instances where the maximum confidence exceeds
the threshold ηpos.

B. Reweight Pseudo-Labels via Uncertainty Estimation

1) Refine Probability via Neighbours: The pseudo-labels
of target samples generated by the pre-trained source model
may include incorrect predictions due to the presence of inter-
domain noise. Directly optimizing these noisy pseudo-labels
can result in unstable training that adversely impacts model
performance. Therefore, we introduce a calibration strategy to
refine the probability distribution of target samples by leverag-
ing the probabilities of their nearest neighbors. The underlying
assumption is that characters with similar semantics tend to
be positioned closer within the feature space, resulting in
relatively smaller distance measures.

Formally, given an image x ∈ Du, the model outputs a
probability distribution p ∈ RT×C , where C is the number
of character categories. Following [7] and [13], we denote
the feature of the predicted character yt as gt. This character
feature guides the search for nearest neighbors. To identify
which characters’ probability distributions are utilized to refine
the anchor ones, a character pool P is used to store the pre-
dicted probability distributions of the nearest neighbors, which
are measured using the cosine distance in the feature space.
Consequently, the refined probability distribution p̃t ∈ R

C is
computed by performing a soft-voting mechanism, averaging
the probabilities of the nearest neighbors,

p̃t = (1 − µ) pt + µ
1
|P|

∑
i∈P

pt,i , (8)

where µ ∈ [0, 1] is the refined intensity. µ = 0 denotes
no refinement, and µ = 1 denotes all determined by the
probability distribution of the nearest neighbors.

It is worth noting that the method [40] also employs a
pseudo-labels calibration, where the refined probability is
entirely determined by the probability distribution of the
nearest neighbors. However, its calibration leads to unstable
training in STR, while our proposed strategy can optimize
the model well. We also analyze this by experiments in
Sec. IV-E3.

2) Reweight Pseudo-Labels: Recognizing characters in real
text varies in difficulty, with the same character being more
challenging to identify in curved text compared to regular text.
Treating all characters equally and relying unquestioningly
on pseudo-labels can impact effective adaptation. Although
there are methods for assessing the uncertainty of pseudo-
labels, these methods [49], [50] are not suitable for STR
tasks due to assessing the whole image, ignoring fine-grained
character properties in STR tasks. Hence, it makes sense to
assign distinct weights to individual character pseudo-labels
dynamically. This leads us to the question: How can the weight
of each character pseudo-label be determined?

To address this issue, we draw attention to supervised
cross-entropy optimization. A well-performing model typically
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predicts a high probability for the correct category and low
probabilities for other categories, resulting in a low cross-
entropy loss. Such scenarios also exhibit low entropy in the
probability distribution. Drawing from this insight, a similar
idea is applied to unsupervised optimization. If the entropy of
a probability distribution is relatively low, the corresponding
pseudo-label is considered reliable, indicating low uncertainty.
Conversely, high entropy suggests that the pseudo-label lacks
reliability, indicating high uncertainty. Therefore, the entropy
of a probability distribution can be applied to measure the
uncertainty of pseudo-labels.

More formally, given a refined probability distribution p̃t ∈

RC of yt, the associated entropy H( p̃t) is,

H(p̃t) = E [I( p̃t)] = −
C∑

c=1

p̃(c)
t log p̃(c)

t , (9)

where C is the number of character categories. The entropy is
subsequently re-scaled by,

H̃( p̃t) =
H (p̃t)
log C

. (10)

Then, the weight ωt of pseudo-label yt is determined through
a negative exponential function,

ωt = exp(−H̃( p̃t)) . (11)

In this way, high entropy corresponds to low weight, i.e., less
importance. Consequently, the reweighted pseudo-labels are
optimized using entropy minimization,

Lwem = −
1
T

T∑
t=1

C∑
c=1

ωt p̃(c)
t log p̃(c)

t . (12)

Note that the entropy is computed on the refined probability
distribution rather than those directly predicted by the model
used in [50]. The underlying idea is that the refined probability
distribution could reflect the character relationships in the
feature space. As illustrated in Fig. 3, when the probabil-
ity distributions of the nearest neighbor characters exhibit
consistency, the entropy of the refined distribution remains
relatively low, indicating a highly reliable and more important
pseudo label. Conversely, if the probability distributions of
the nearest neighbors show inconsistency, the entropy of the
refined distribution increases, signifying a highly uncertain
pseudo label. This lines up with our assumption that low
entropy corresponds to low uncertainty.

C. Decoupled Triple-P-N Consistency Matching

As discussed in Sec. I, the challenges in STR arise not
only from the inter-domain noise but also from the inherent
complexity of real scene text, such as curvature, lighting
variations, occlusion, and shadows. These intra-domain noises
significantly impact the robustness of the model in real natural
scenes. A straightforward way to address this issue is to
introduce real text samples with diverse variations into the
target domain to enhance the anti-interference ability of the
model. However, acquiring labeled real scene text with various
natural transformations is often limited, making this less
feasible. To overcome this limitation, we introduce diverse

Fig. 3. Refinement and Reweight of different nearest neighbors under the
refined intensity µ = 0.1. (a) is the case where the probability distributions of
the nearest neighbors are relatively consistent. (b) denotes the case where the
probability distributions of the nearest neighbors are inconsistent.

Fig. 4. Examples of various augmentation. The top is weak augmentation,
mainly color changes. The bottom is strong augmentation, including geometric
transformations, Gaussian blur, Gaussian noise, and weather variations.

data augmentations to increase data diversity. These data
augmentations are classified into weak and strong augmenta-
tion for different transform intensities. Specifically, following
the definitions outlined in [47], weak augmentation primarily
focuses on color variations, including contrast, brightness,
saturation, and solarization. Strong augmentation primarily
involves geometric transformations such as rotation, curvature,
and distortion. In addition, we incorporate more comprehen-
sive perturbations as part of the strong augmentation, including
Gaussian blur and weather-related changes like rain, snow, and
fog. Visualization examples of these data augmentations are
depicted in Fig. 4.

We aim to enable the model to maintain consistent predic-
tions regardless of the noise inputs. Various data-augmented
views can be regarded as input images under intra-domain
noise. The robustness of the model can be improved
by maintaining the consistency of probability distribution.
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Consistency regularization aligns perfectly with this goal.
Hence, we propose a decoupled triple-P-N consistency match-
ing module, which enables the model to maintain output
consistency amidst varying noise disturbances. Firstly, unlike
the single matching used in FixMatch [51] and MixMatch [52],
which only match strong and weak augmentations, we intro-
duce a triple matching strategy involving the original, weak,
and strong views. This matching way enhances the percep-
tion of the original view. Secondly, inspired by NLNL [53],
we design a character negative learning aimed at learn-
ing low-confidence characters. Certain characters may yield
low-confidence predictions when confronted with various
noises. In cases where traditional high-confidence-based judg-
ment is directly applied, these low-confidence characters could
be overlooked. Negative character learning effectively captures
the information in these low-confidence characters, thereby
improving sample utilization. Unlike positive learning, which
focuses on maximum confidence, character negative learning
operates on multiple confidences lower than a pre-defined
confidence threshold. Lastly, PL and NL cooperate separately,
ensuring that high-confidence-based PL and low-confidence-
based NL are decoupled.

Formally, given a target image x ∈ Du, subjected to
both weak and strong augmentations, the model R produces
corresponding probability distributions, p = R(x) ∈ RT×C ,
pw = R(φw(x)) ∈ RT×C , and ps = R(φs(x)) ∈ RT×C , respec-
tively. The high-confidence-based triple positive consistency
matching loss is formulated as,

LP
Tri = L

P
con(p, pw) +LP

con(p, ps) +LP
con(pw, ps) ,

(13)

LP
con(p, pw) =

1
T

T∑
t=1

I [max(pt) ≥ ηpos]H(ỹt, pw, t) , (14)

LP
con(p, ps) =

1
T

T∑
t=1

I [max(pt) ≥ ηpos]H(ỹt, ps, t) , (15)

LP
con(pw, ps) =

1
T

T∑
t=1

I [max(pw,t) ≥ ηpos]H(ỹw,t, ps,t) , (16)

where ỹt = argmax(pt), ỹw, t = argmax(pw, t), and ηpos is
a pre-defined positive confidence threshold. Compared with
the conventional positive consistency loss defined in Eq. 7,
our triple positive consistency loss strengthens the matching
strength by further considering valuable feature information
in the raw image. By aligning weak ones with the raw image
and strong ones with the raw image, the perception ability in
the raw image of the model is boosted.

In contrast to positive learning, which relies solely on max-
imum confidence, the character negative learning works with
multiple confidences with lower levels instead of concentrating
solely on minimum confidence. The low-confidence-based
triple negative consistency matching loss is defined as,

LN
Tri = L

N
con(p, pw) +LN

con(p, ps) +LN
con(pw, ps) ,

(17)

LN
con(p, pw) = −

1
T

T∑
t=1

C∑
c=1

I [p(c)
t ≤ ηneg] log(1 − p(c)

w, t) , (18)

LN
con(p, ps) = −

1
T

T∑
t=1

C∑
c=1

I [p(c)
t ≤ ηneg] log(1 − p(c)

s, t) , (19)

LN
con(pw, ps) = −

1
T

T∑
t=1

C∑
c=1

I [p(c)
w, t ≤ ηneg] log(1 − p(c)

s, t) , (20)

where ηneg is a pre-defined negative confidence threshold. The
superscript N signifies the negative loss. Then, the decoupled
triple-P-N consistency matching loss is,

LTri = L
P
Tri +L

N
Tri . (21)

In the decoupled triple-P-N consistency matching module,
all character probability distributions are direct outputs with-
out refinement for pseudo-labels. The original output better
reflects the recognition ability of the model in the presence of
disturbance from intra-domain noise. We have also conducted
experiments on consistency matching using refined probability
distributions. The results are analyzed in Sec. IV-D2.

D. Joint Training for UDA and SFUDA

For the UDA setting, the overall loss integrates the super-
vised loss in Eq. 6, the reweighted entropy minimization in
Eq. 12, and the decoupled triple-P-N consistency matching
loss in Eq. 21. The joint training UDA optimization function
is,

LUDA = Lsup + λwemLwem + λTriLTri , (22)

where λwem and λTri are trade-off parameters. Under the
SFUDA setting, only the pre-trained source model is used to
predict pseudo-labels, and the source data is unavailable. Thus,
the joint training SFUDA optimization function is,

LS FUDA = λwemLwem + λTriLTri . (23)

This comprehensive optimization enables the model to
adapt to the target domain by refining probability distribution,
incorporating entropy-based reweighting, and maintaining
consistency under different noise disturbances. Due to the per-
ception of inter- and intra-domain noise, the model robustness
is enhanced, thereby resulting in improved performance.

IV. Experiments and Results

A. Datasets

Four types of 11 datasets are used for text recognition tasks:
labeled synthetic text, unlabeled real scene text, handwritten
text, and artistic text.

Synthetic Text: Two widely used synthetic datasets are
adopted including Synth90k (MJ) [54] and SynthText (ST)
[55], which contains 14.5M images in total.

Real Scene Text: Seven benchmarks are tested, including
four regular datasets, i.e., IIIT5K [56], SVT [57], IC03 [58],
and IC13 [59], and three irregular datasets, i.e., SVTP [60],
CUTE80 [61], and IC15 [62]. Details of datasets can be found
in the previous work [4].

Handwritten Text: IAM [63] is an English handwritten
dataset written by 657 writers. According to standard par-
tition [64], IAM1 is divided into 53841 training words,
8566 validation words, and 17616 test words.

1https://fki.tic.heia-fr.ch/databases/iam-handwriting-database
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TABLE I
Evaluation Results on the Adaptation From Synthetic to Scene Text Compared With SOTA Methods. ‘*’ Indicates the Reproduced Results Under the Same

Training Set. The Numbers in Parentheses Denote the Amounts, e.g., 100M Means 100 Million. Bold and Underlined Indicate
the Best and Second-Best Results

Artistic Text: WordArt [65] is an artistic text dataset com-
prising 6316 artistic text images. Following the splitting rule
of TextSeg [66], the dataset is divided into a training set with
4805 images and a test set with 1511 images.

B. Experimental Settings
1) Implementation Details: Two representative STR mod-

els, TRBA [4] and ABINet [26], are used to validate the
effectiveness of our framework with their default configu-
rations. The Adadelta optimizer is used for TRBA during
the adaptation, while the Adam optimizer is employed for
ABINet. The initial learning rates are set to 0.1 for TRBA
and 0.0001 for ABINet. Training is conducted for 300,000
iterations with a batch size of 48. The baseline model is
warmed by labeled synthetic text and serves as a pre-trained
source model for SFUDA. The number of character categories
C is 38, including 10 digits, 26 case-insensitive letters, a start
symbol [’GO’], and a stop symbol [’S’]. The default number
of neighbors K is 10, and the refined intensity µ is 0.1. The
positive threshold ηpos is 0.9, while the negative threshold ηneg

is 0.1.
2) Evaluation Metric: We assess the performance of STR

models using word-level accuracy as the primary metric.
To provide a comprehensive evaluation, we introduce an
average metric Avg., which computes the mean results across
all samples from seven real scene datasets. In cases where the
target domain is handwritten text, we follow standard practice
by reporting the word error rate (WER) and character error
rate (CER) for handwritten text recognition (HTR).

C. Comparison With SOTAs

We comprehensively compare our proposed framework with
several SOTA STR methods, particularly those focused on
UDA. Specifically, we choose TRBA and ABINet as baseline
models with the default parameter configurations. The reason
for selecting these two STR methods is that, on the one
hand, they represent different decoding ways. TRBA employs
an RNN decoder, while ABINet uses a transformer decoder.
On the other hand, the TRBA baseline allows us to make fair
comparisons with existing UDA-based STR methods that are
also based on TRBA architecture. Compared to the simple
architecture of TRBA, ABINet is a more powerful baseline
that can be appropriately compared with the SOTA methods.
Technically, the proposed framework is deployed directly to
the output of TRBA, while it is deployed on the last iteration
output of the fusion phase for ABINet due to it being a visual-
language-fusion architecture.

For the fairness of the comparison, in addition to presenting
the results in the original papers, we reproduce TRBA and
ABINet as baseline models, denoted as TRBA-Baseline and
ABINet-Baseline, respectively. Some of our reproduced results
even outperform those reported in the original papers. Addi-
tionally, we extend the evaluation to a special case, SFUDA.
From the results in Table I, we can observe:
• Our methods consistently outperform the baselines under

both the SFUDA and UDA settings. Compared to TRBA-
Baseline, our methods achieve an average improvement to
2.81% (85.63%→88.44%) and 3.68% (85.63%→89.31%)
in the SFUDA and UDA settings. Similarly, compared to
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TABLE II
Ablation Studies of Sub-Components of the ProposedMethod Under SFUDA

and UDA Setting. EM: EntropyMinimization Loss

ABINet-Baseline, the average results of ABINet-SFUDA
and ABINet-UDA are improved by 0.65% and 1.28%,
respectively. This highlights the generality of our method
in enhancing the performance of off-the-shelf STR models.

• Compared to UDA-based methods employing the same
TRBA baseline, our TRBA-SFUDA model achieves supe-
rior results with fewer training samples. Furthermore, our
TRBA-UDA model surpasses these UDA-based methods
under the same UDA settings, showcasing faster conver-
gence and more stable training, as depicted in Fig. 1.

• Under the more robust ABINet baseline, our ABINet-UDA
achieves competitive performance with SOTA methods, par-
ticularly the self-supervised methods utilizing a substantial
amount of real scene data. Although the LPV-Base method
outperforms our model on the IIIT5K and CUTE80 datasets,
it performs poorly on the remaining five datasets under
globally optimized conditions.
In general, the results on real scene text demonstrate that

our proposed framework can perceive inter-domain and intra-
domain noise, effectively mitigating the domain discrepancies
in synthetic and real text and enhancing the model’s robustness
to real environmental noise.

D. Ablation Study
Due to the simplicity of the TRBA, it is selected to perform

ablation experiments to analyze the proposed framework.
1) Effect of Each Component: We conduct experiments

to validate the effectiveness of each proposed module
in both the SFUDA and UDA settings. The results are
summarized in Table II. We establish the baseline accu-
racy, yielding a relatively low performance of 85.63%.
By incorporating the reweight pseudo-labels via the uncer-
tainty estimation module alone, the accuracy is increased by
2.05% (85.63%→87.68%) in the UDA setting and by 0.54%
(85.63%→86.17%) in the SFUDA setting. Similarly, when
solely utilizing the decoupled triple-P-N consistency matching
module, we observe a substantial improvement of 3.39%
(85.63%→89.02%) and 2.07% (85.63%→87.70%) in the UDA
and SFUDA settings, respectively. Finally, the accuracy is
further increased when both proposed modules are jointly
optimized.

TABLE III
Evaluation Results of Refine and Reweight Pseudo-Labels Under UDA

Setting. EM: EntropyMinimization Loss

TABLE IV
Evaluation Results of Different Consistency Lossed Under UDA Setting

Additionally, we further explore the effects of directly opti-
mizing the model using the entropy minimization loss (EM)
and the consistency regularization loss (PL Consistency). The
results reveal that the performance of our proposed modules
surpasses that of models directly optimized with these two
losses, demonstrating the effectiveness of our method in both
UDA and SFUDA settings.

2) Effect of Refine and Reweight: A deeper investigation
into the reweight pseudo-labels via uncertainty estimation
module could provide a nuanced understanding of the impacts
of probability refinement and pseudo-labels reweighting. The
results detailed in Table III demonstrate that models optimized
solely with refinement (Refine EM) and reweighting (Reweight
EM) experience marginal enhancements compared to the one
optimized directly using entropy minimization (EM). Notably,
a slight performance boost is observed when combining
both probability refinement and reweighting (Refine&Reweight
EM). Furthermore, applying probability refinement to the
decoupled triple-P-N consistency matching module decreases
performance (89.02%→88.76%). This aligns with the princi-
ple of consistency regularization, wherein the direct output of
weak augmented images serves as pseudo-labels for strong
augmented ones rather than the refined outputs.

3) Effect of Consistency Matching: In the decoupled triple-
P-N consistency matching module, the high-confidence-based
PL and low-confidence-based NL jointly ensure the prediction
consistency under varying noise conditions. To understand the
effectiveness of PL and NL, we conduct an in-depth analysis
as presented in Table IV. In comparison to the Baseline
model, single PL or NL improvements elevate the accuracy
by 1.34% (85.63%→86.97%) and 0.65% (85.63%→86.01%),
respectively. This single PL or NL primarily aligns the out-
put of strong augmented images with their weak augmented
counterparts. However, such a matching way may overlook
some critical original image information. To address this
limitation, we devise triple-PL and triple-NL matching ways,
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TABLE V
ComparisonWith SomeMethods That Focus on Noise Labels. NER-TR and Guiding-TR Denote the Results of Deploying

Their CoreMethods to the STR Task

TABLE VI
Evaluation Results for Different Amounts of Training Data. The *-SFUDA Models Are Not Able to Obtain the Corresponding

Amount of Source Data, Only the Source Pre-TrainedModel

which improve the accuracy further, enhancing it by 2.93%
(85.63%→88.56%) and 1.07% (85.63%→86.70%) respec-
tively. By applying both triple-PL and triple-NL, the model
gains a more comprehensive improvement, resulting in an
overall accuracy boost of 3.39% (85.63%→89.02%). This
collective matching way jointly captures richer information
from the unlabeled real scene text.

4) Comparison With UDA Methods: We also compare other
UDA methods that aim to address noisy pseudo labels. Only
CADA filters out pseudo labels with low confidence in STR
tasks using a simple high threshold. Therefore, we select
two representative methods for handling noisy pseudo labels,
NEL [72] and Guiding [40], for comparison. The former [72]
mitigates the effect of noisy pseudo labels through negative
ensemble learning, while the latter [40] uses neighborhood
knowledge entirely for pseudo label refinement. We incor-
porate the core innovations of these two methods into the
corresponding modules of our method, denoted as NEL-TR
and Guiding-TR, respectively. Our method yields optimal
results from Table V. This is partly due to the appropriate
calibration of the pseudo labels and partly to the low-
confidence character-based negative learning instead of all
matches except pseudo labels as in [72]. Furthermore, while
the Guiding-TR [40] achieves comparable results, the pseudo
label calibration it employs leads to oscillations in the later
stage of optimization, as detailed in subsection IV-E3.

5) Training Data Volume Analysis: We conduct a series of
experiments to evaluate the performance with varying amounts

of training data. Specifically, we vary the proportion of labeled
and unlabeled data under the UDA and SFUDA settings,
ranging from {20%, 50%, 80%, 100%}. As seen in Table VI:

• Reducing the labeled and unlabeled data in the same pro-
portion (Indexes 1, 3, 5, and 6) degrades the performance
of our method and CADA. Still, our method consistently
outperforms CADA in both cases.

• With the same amount of labeled data (Indexes 1,
2 and Indexes 4, 5), the UDA method with 80% unla-
beled data outperforms the 20% setting by approximately
1.2% (87.42%→88.63% and 87.79%→88.96%). Conversely,
with the same amount of unlabeled data (Indexes 1,
4 and Indexs 2, 5), the UDA method with 80% labeled
data outperforms the 20% setting by only about 0.3%
(87.42%→87.79% and 88.63%→88.96%). This demon-
strates that unlabeled target data is crucial to the adaptation
task. In scenarios with limited access to labeled data, com-
parable results can still be achieved using a larger proportion
of unlabeled target data.

6) Generalization to Handwritten Text: We further test the
generalization of our framework by adapting it to handwritten
text. In this case, the source domain is labeled synthetic text,
and the target domain is unlabeled handwritten text IAM.
Adapting to handwritten text is notably more challenging due
to the pronounced domain discrepancies between handwritten
text and synthetic text, such as unique stroke characteristics.
To accommodate this, we reduce the trade-off parameter
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Fig. 5. (a) Comparison of SMILE [5] and our methods on WER and CER during training. SMILE shows oscillations in the later optimization stages, whereas
our method is more stable. (b) Percentage of pseudo-labels participating in a consistency matching in each minibatch. (c)-(d) Evaluation results of various
neighbors and refined intensity. (e) Evaluation results for refined intensity of 0.1 and 1. (f) Evaluation results of various trade-off parameter combinations.
(g)-(h) Evaluation results of various positive and negative thresholds.

TABLE VII
Evaluation Results on the Task From Synthetic Text to Handwritten Text

IAM. ’*’ Denotes the Reproduced Results. Bold Indicates the Best
Results. The Hyperparameters Are Set to Default Values

ConsistentWith STR

corresponding to inter-domain noise, setting λwem = 0.001.
The results from Table VII reveal that:

• Compared to the TRBA-Baseline, our SFUDA and
UDA models exhibit significant improvements. The
TRBA-SFUDA achieves a remarkable reduction in WER
and CER by 35.6% (57.07%→21.47%) and 23.3%
(30.90%→7.60%), respectively. Surprisingly, the SFUDA
model even outperforms the UDA one despite the latter
having access to more source data. This phenomenon can
be attributed to the initial capacity of the pre-trained source
model for representation learning. Including the source
data during adaptation introduces interference due to more
pronounced domain discrepancies.

• Compared to SOTA methods using the same baseline,
TRBA-SFUDA achieves superior results with fewer training
samples. Specifically, compared to DOC, TRBA-SFUDA
reduces WER and CER by 15.97% (37.44%→21.47%)
and 8.92% (16.52%→7.60%). This improvement under-
scores the generalizability and effectiveness of our proposed

TABLE VIII
Evaluation Results on the Task From Synthetic Text to Artistic Text. Bold

Indicates the Best Results. The Hyperparameters Are Set to Default
Values ConsistentWith STR

framework for adapting to handwritten text. Overall,
by leveraging a model originally tailored for STR, our
method exhibits the potential to enhance HTR performance.

Moreover, for a more insightful understanding of our model,
we visualize the optimization process of WER and CER on the
IAM dataset. As depicted in Fig. 5(a), our method exhibits a
more stable training process, indicative of its ability to capture
distinctive features of handwritten text adequately.

7) Generalization to Artistic Text: To verify the necessity
and effectiveness of domain adaptation, we conduct experi-
ments on the WordArt dataset, which contains artistic text with
more pronounced discrepancies from synthetic text. We repro-
duce four representative UDA-based text recognition methods
experimented on WordArt. From the results in Table VIII,
we can see that:

• Compared to TRBA-Baseline, our method shows an
improvement of 19.51% and 11.87% in the SFUDA and
UDA settings, respectively.

• Compared to our UDA method, the SFUDA method
achieves better performance despite using less training data
(78.19% vs. 70.94%). This phenomenon is also observed
with handwritten text, suggesting that when the source and
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Fig. 6. Visualization of target domain character features on the adaptation of synthetic text to handwritten text IAM.

target domains differ significantly, the inclusion of source
data may introduce interference with the target data.

• Compared to other UDA-based methods, our method
achieves optimal performance in both SFUDA and UDA
settings. This is attributed to the joint perception of inter-
and intra-domain noise.

E. Algorithm Analysis
1) Analysis of Triple Consistency Matching: In the

decoupled triple-P-N consistency matching module, only
pseudo-labels with confidence exceeding the threshold ηpos

are considered in triple PL matching. We track the proportion
of each minibatch that participates in PL matching to gain
insights into the training dynamics. The results, depicted
in Fig. 5(b), show increasing pseudo-labels surpassing the
threshold ηpos as training progresses. Remarkably, the trends
in the percentages of raw images and corresponding weak
augmented images serving as pseudo-labels remain consistent.
This observation demonstrates the effectiveness of our pro-
posed framework in enhancing the quality of pseudo-labels.

2) Analysis of Neighbors: We further assess the effect of
the number of neighbor characters on probability refinement.
Experiments are performed on synthetic text to real scene
text and artistic text to analyze parameter sensitivities under
different inter-domain discrepancies. As illustrated by the
green line in Fig. 5(c), the results are relatively better when
the number of nearest neighbors is set to 10. The results
on STR are not significantly affected by K, indicating a
wide range of stability intervals. In contrast, the results on
the artistic text (purple line in Fig. 5(c)) show that better
performance is achieved when K is set to 5. As the number
of nearest neighbors increases, the accuracy tends to decrease.
This phenomenon may be attributed to the fact that when the
domain gap is obvious, selecting more neighbors could result
in the inclusion of characters from other classes, potentially
affecting the stability of the anchor probability distribution.

3) Analysis of Refined Intensity: We investigate the influ-
ence of different refined intensities on the stability of the
target probability distribution by varying µ within the range
of {0, 0.1, 0.4, 0.6, 0.8, 1}. The green line in Fig. 5(d) indicates
that the effect of refined intensity on real scene text is
slight. In contrast, the purple line indicates that the effect
of refined intensity on artistic text is more pronounced, with
relatively good results achieved at a refined intensity of 0.1.
As the refined intensity increases, the accuracy decreases.
In addition, to gain a more intuitive understanding of the
model optimization process, we visualize the training curves

of real scene text when the refined intensity is set to 0.1
(our default setting) and 1. In [40], the target probability
distribution is obtained by averaging the probabilities of the
neighbors, i.e., the refined intensity is 1. Fig. 5(e) illustrates
that when the refined intensity is 1, the adaptation becomes
unstable in the later stages of training. This suggests that
overly refining the probability distribution in text recognition
tasks can consequently negatively impact model stability and
recognition performance.

4) Parameter Sensitive Analysis: We first explore the
impact of different trade-off parameters in Fig. 5(f). Specif-
ically, we vary λwem and λTri within the range of {0.1, 1.0}.
The results demonstrate that different combinations of trade-off
parameters affect the performance. Notably, when the com-
bination is {0.1, 0.1}, the proposed two modules effectively
perceive inter- and intra-domain noise, thereby enhancing the
model performance. In addition, we explore the effects of
positive and negative probability thresholds. As shown by the
green line in Fig. 5(g) and Fig. 5(h), the effect of ηpos and ηneg

is weak on the synthetic text to real scene text adaptation task.
Due to the more pronounced domain gaps with the synthetic
text, these two probability thresholds are more influential for
the artistic text (purple line), but there is still a wide range
of stability intervals. It can also produce comparable results
if the default parameters of real scene text are used directly
without fine-tuning to perform artistic text adaptation.

5) Visualization: We initially employ the t-SNE tool to
visualize the distribution of character categories in the feature
space on the handwritten text adaptation. Given many char-
acter categories, we randomly select a subset of categories
for visualization. Fig. 6 clearly illustrates that the category
boundaries of our two models are more distinct when com-
pared to the Baseline, ASSDA, and SMILE. Furthermore, our
SFUDA and UDA models exhibit more aggregated intra-class
features and further away from inter-class features. Subse-
quently, we conduct visualizations to analyze the attention
and recognition results, including real scene text, handwritten
text, and artistic text. The results, as shown in Fig. 7, indicate
that our proposed model demonstrates increased robustness,
outperforming the baseline model, which sometimes makes
incorrect predictions. However, as depicted on the right of
the green dashed line, our model gives error results. For
example, the real scene text ‘ballys’ is too curved, leading
to a failure to localize ‘s’. Handwritten text is recognized
as similar characters due to the continuous strokes of the
handwriting, e.g., the ‘h’ in ‘they’ is incorrectly recognized
as ‘u’ or ‘l’. When large and small words co-exist, the model
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Fig. 7. Visualization of attention and prediction results. Left: raw images and attention results. Right: the three strings near each image represent the ground
truth, the prediction of baseline, and the prediction of our method, respectively. Green and red colors indicate correct and incorrect prediction results. The
left of the green dotted line is the correct cases, and the right is the failed cases.

can only locate larger words, e.g., ‘in yourself’ is ignored in
an artistic text. This reflects the limitations of our model for
representation learning on curved text and stroke-ambiguous
text, which will be investigated in our future work.

V. Conclusion
This paper presents an effective UDA framework to improve

STR performance. The framework comprises two key com-
ponents: a reweight pseudo-labels via uncertainty estimation
module and a decoupled triple-P-N consistency matching
module. These modules are strategically designed to address
inter-domain and intra-domain noise, respectively. By assign-
ing varying weights to target pseudo-labels based on entropy
uncertainty, the method effectively mitigates the impact of
domain gaps on target samples. Additionally, the quality of
target pseudo-labels is improved using consistency regulariza-
tion based on various data augmentations, enhancing model
robustness against real noise. Extensive experiments conducted
in both UDA and SFUDA settings demonstrate the superior
performance of our proposed method.
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